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PART- A

1. Define Wireless Sensor Networks.
Wireless sensor network (WSN) is a distributed, infrastructure less wireless network that contains a

set of connected tiny sensors nodes, which communicate with each other and exchange information and
data.  These  nodes  obtain  information  on  the  environment  such  as  temperature,  pressure,  humidity  or
pollutant and send this information to a base station or sink where the data can be observed and analysed.

2. Give the Characteristics of Wireless Sensor Network.
 Power consumption constraints for nodes using batteries or energy harvesting
 Chance to cope with node failures
 Mobility of nodes
 Heterogeneity of nodes
 Scalability to large scale of deployment
 Capability to withstand harsh environmental conditions
 Simplicity of use
 Cross layer design

3. Give the advantages of WSN.
 Network setups can be carried out without fixed infrastructure.
 Suitable for the non – reachable places such as over the sea, mountains, rural areas or deep forests.
 Flexible if there is random situation when additional workstation is needed.
 Implementation pricing is cheap
 It avoids plenty of wiring.
 It might accommodate new devices at any time.
 It’s flexible to undergo physical partitions.
 It can be accessed by using a centralized monitor.

4. Define Life Time of a Sensor Node.
The time until the first node fails is the network lifetime or the time until the network is disconnected

into two or more partitions, or the time until 50% of nodes have failed, or the time when for the first time a
point in the observed region is no longer covered by atleast a single sensor node.

5. Define Data Centric and Address Centric Networks.
Address-Centric: Transfer  of  data  between two specific  devices,  each with one network address  as  in
traditional communication networks.



Data Centric: In WSN, where nodes are deployed redundantly to protect against node failures the identity
of the node supplying data is not important.  Importance is given only to the data.  Hence a data centric
paradigm is necessary in designing WSN.

6. Write the fundamental technologies needed for Wireless Sensor Network.
 Miniaturization of hardware
 Processing and communication
 Sensing equipment

7. What are the Deployment options of Wireless Sensor Network?
Fixed deployment: Well planned deployment of sensor network.
Random deployment: By dropping a large number of nodes from an aircraft over a forest fire.

8. How WSN is used in intelligent buildings?
Buildings waste vast amounts of energy by inefficient Humidity, Ventilation, Air Conditioning. A

better real-time monitoring of temperature, airflow, humidity and other physical parameters in a building by
means  of  a  WSN  can  considerably  increase  the  comfort  level  of  inhabitants  and  reduce  the  energy
consumption.

9. Give few examples of Facility management application of WSN.
 Keyless entry applications where people wear badges that allow a WSN to check which person is

allowed to enter which areas of a larger company site.
 Detection of intruders to company sites.
 A wide area WSN could track a Vehicle’s position and alert security personnel.
 A WSN could be used in a chemical plant to scan for leaking chemicals.
 These applications require large number of sensors and they should be able to operate a long time on

batteries.

10. What are the Hardware components of a Single Node in WSN?
 Controller
 Memory
 Sensors and Actuators
 Communication Devices
 Power Supply Unit

11. What are the characteristics of a transceiver to be taken into account for using in WSN?
The most important characteristics of a transceivers are: Service to upper layer, power consumption

and energy efficient state change times and energy, Data rates, Modulations, Transmission power control
etc.

12. What is a Sensor? Give its categories.
Sensors are tiny nodes used to obtain information on the environment such as temperature, pressure,

humidity or pollutant. Sensors can be roughly categorized into three categories:
 Passive, Omni directional sensors
 Passive, narrow-beam sensors
 Active sensors.

13. List the components of WSN involved in energy consumption.



 Operation states with different power consumption
 Microcontroller Energy consumption
 Memory Energy consumption
 Radio Transceivers Energy consumption
 Power consumption of Sensor and Actuators

14. Draw the overview of Sensor Node Components.

15. What are the three types of mobility?
In Wireless senor networks, mobility can appear in three main forms:

Node mobility: The wireless sensor nodes themselves can be mobile.  The meaning of such mobility is
highly application dependent.
Sink mobility: Information sinks can be mobile. While this can be a special case of node mobility, the
important aspect is the mobility of an information sink that is not part of the sensor network.
Event mobility: In application like event detection and in particular in tracking applications, the cause of
the events or the objects to be tracked can be mobile

16. What is Network lifetime?
The time for which the network is operational or, put another way, the time during which it is able to

fulfil its tasks (starting from a given amount of stored energy). It is not quite clear, however, when this time
ends.

17. What do you mean by Scalability in wireless sensor network?
The ability to maintain performance characteristics irrespective of the size of the network is referred

to as scalability.

18. What is GTSDesc Persistence Time?
In GTS management, after receiving the acknowledgment packet, the device is required to track the

coordinator’s beacons for some specified time called GTSDesc Persistence Time.

19. What is Logical Link Control and Adaptation Protocol (L2CAP)?
This is the protocol with which most applications would interact unless a host controller is used.

L2CAP supports protocol multiplexing to give the abstraction to each of the several applications running in
the higher layers as if it alone is being run. Since the data packets defined by the baseband protocol are
limited in size, L2CAP also segments large packets from higher layers such as RFCOMM or SDP into
multiple smaller packets prior to their transmission over the channel.



20. Draw the Super Frame Structure of IEEE 802.15.4.

21. What is Noise Figure?
The noise figure NF of an element is defined as the ratio of the Signal-to-Noise Ratio (SNR) ratio

SNRI at the input of the element to the SNR ratio SNRO at the element’s output: 
NF= SNRI / SNRO 

It describes the degradation of SNR due to the element’s operation and is typically given in dB: NF
dB= SNRI dB − SNRO dB.

22. What is event & Sink? 
The node that generates data is called source and the information to be reported is called an event. A

node which interested in an event is called sink.

23. What is Receiver sensitivity? 
The receiver sensitivity (given in dBm) specifies the minimum signal power at the receiver needed to

achieve a prescribed Eb /N0 or a prescribed bit/packet error rate.

24. Define transceivers in WSN. 
The essential task is to convert a bit stream coming from a microcontroller (or a sequence of bytes or

frames) and convert them to and from radio waves. It is usually convenient to use a device that combines
these two tasks in a single entity. Such combined devices are called transceivers.

25. Write short notes on memory devices in WSN. 
There is a need for Random Access Memory (RAM) to store intermediate sensor readings, packets

from other nodes, and so on. While RAM is fast, its main disadvantage is that it loses its content if power
supply is interrupted. ROM, PROM, EPROM, EEPROM can be used to store the data.

26. Differentiate adhoc networks and wireless sensor networks. 

27. What do you mean by energy scavenging in a senor node?



Depending  on  application,  high  capacity  batteries  that  last  for  long  times,  that  is,  have  only  a
negligible self-discharge rat, and that can efficiently provide small amounts of current. Ideally, a sensor node
also has a device for energy scavenging, recharging the battery with energy gathered from the environment –
solar cells or vibration-based power generation are conceivable options.

PART - B

1. Illustrate the challenges and the required mechanisms of a Wireless Sensor network.

Characteristic requirements 
In order to perform many applications in WSN, the following characteristics must be taken into

consideration. 

Type of service 
 The service type rendered by a conventional communication network is evident – it moves bits from

one place to another. For a WSN, moving bits is only a means to an end, but not the actual purpose. 
 Additionally, concepts like scoping of interactions to specific geographic regions or to time intervals

will become important. 
 Hence, new paradigms of using such a network are required, along with new interfaces and new

ways of thinking about the service of a network. 

Quality of Service 
 Traditional quality of service requirements 

– usually coming from multimedia-type applications 
– like bounded delay or minimum bandwidth are irrelevant when applications are tolerant to latency 
   or the bandwidth of the transmitted data is very small in the first place. 

 In some cases, only occasional delivery of a packet can be more than enough; in other cases, very
high reliability requirements exist. 

 In yet other cases, delay is important when actuators are to be controlled in a real-time fashion by the
sensor network. 

Fault tolerance 
 Nodes may run out of energy or might be damaged, or since the wireless communication between

two nodes can be permanently interrupted. 
 It is important that the WSN as a whole is able to tolerate such faults. 

Lifetime 
 In many scenarios, nodes will have to rely on a limited supply of energy (using batteries). 
 Replacing these energy sources in the field is usually not practicable, and simultaneously, a WSN

must operate at least for a given mission time or as long as possible. 
 Hence, the lifetime of a WSN becomes a very important figure of merit. 
 Evidently, an energy-efficient way of operation of the WSN is necessary. 
 The lifetime of a network also has direct trade-offs against quality of service: investing more energy

can increase quality but decrease lifetime. 
 The precise definition of lifetime depends on the application at hand. A simple option is to use the

time until the first node fails (or runs out of energy) as the network lifetime. 
 Other options include the time until the network is disconnected in two or more partitions. 

Scalability 



 Since a WSN might include a large number of nodes, the employed architectures and protocols must
be able scale to these numbers. 

Wide range of densities 
 In a WSN, the number of nodes per unit area – the density of the network – can vary considerably.

Different applications will have very different node densities. 
 The network should adapt to such variations. 

Programmability 
 Nodes should be programmable, and their programming must be changeable during operation when

new tasks become important. 
 A fixed way of information processing is insufficient. 

Maintainability 
 As both the environment of a WSN and the WSN itself change (depleted batteries, failing nodes, new

tasks), the system has to adapt. 
 It has to monitor its own health and status to change operational parameters or to choose different

trade-offs (e.g. to provide lower quality when energy resource become scarce). 

Required mechanisms 
 To realize  these  requirements,  innovative  mechanisms for  a  communication  network  have to  be

found, as well as new architectures, and protocol concepts. 
 A particular challenge here is the need to find mechanisms that are sufficiently specific to the given

application to support the specific quality of service, lifetime, and maintainability requirements . 
 Some of the mechanisms that will form typical parts of WSNs are: 

Multihop wireless communication 
 In  particular  communication  over  long  distances  is  only  possible  using  prohibitively  high

transmission power. 
 The use of intermediate nodes as relays can reduce the total required power. 
 Hence multihop communication will be a necessary ingredient. 

Energy-efficient operation 
 To support long lifetimes, energy-efficient operation is a key technique. 
 Energy-efficient  data  transport  between two nodes  (measured in  J/bit)  based  on energy-efficient

determination of requested information. 

Auto-configuration 
 A WSN will have to configure most of its operational parameters autonomously,  independent of

external configuration. 
 The  total  number  of  nodes  and  simplified  deployment  will  require  that  capability  in  most

applications. 

Collaboration and in-network processing 
 In some applications, a single sensor is not able to decide whether an event has happened. 
 But several sensors have to collaborate to detect an event and only the joint data of many sensors

provides enough information. 



 Information  is  processed in  the network itself  in  various  forms to achieve  this  collaboration,  as
opposed to having every node transmit all data to an external network and process it “at the edge” of
the network. 

Data centric 
 In  traditional  communication  networks  the  transfer  of  data  between  two  specific  devices,  each

equipped with (at  least)  one network address – the operation of such networks is  thus  address-
centric. 

 In  data-centric routing,  the sink which is responsible for gathering data and sending to the base
station, issues a query for finding target data stored in the other nodes of WSN. 

Locality 
 Nodes, which are very limited in resources like memory, should attempt to limit the state that they

accumulate during protocol processing to only information about their direct neighbors. 

Exploit trade-offs 
 WSNs will have to rely to a large degree on exploiting various inherent trade-offs between mutually

contradictory goals, both during system/protocol design and at runtime. 

2. Explain about the hardware components of sensor nodes.

 Building a wireless sensor network first of all requires the constituting nodes to be developed and
available. 

 These nodes have to meet the requirements that come from the specific requirements of a given
application: 

 They might have to be small, cheap, or energy efficient, they have to be equipped with the right
sensors, the necessary computation and memory resources, and they need adequate communication
facilities. 

CONTROLLER 

 The controller is the core of a wireless sensor node. 
 It collects data from the sensors, processes this data, decides when and where to send it, receives data

from other sensor nodes, and decides on the actuator’s behavior. 
 It is the Central Processing Unit (CPU) of the node.it is representing trade-offs between flexibility,

performance, energy efficiency, and costs. 



Microcontroller: 
 Flexibility suited to embedded systems. 
 Instruction set amenable to time-critical signal processing 
 Low power consumption 
 Have memory built in 
 Freely programmable 

Digital Signal Processors (DSPs) 
 Specialized processor 
 Special architecture and their instruction set, for processing large amounts of vectorial data. 
 It is used to process data coming from a simple analog, wireless communication device to extract a

digital data stream. 
 Another  option  for  the  controller  is  Field-Programmable  Gate  Arrays  (FPGAs)  or  Application-

Specific Integrated Circuits (ASICs). 
 FPGA- Time and energy consumption for reprogrammable. 
 ASIC- Less flexibility, costly hardware. 
 In WSN application,  the  duties  of  the  sensor  nodes  do not  change over  lifetime  and where the

number of nodes is  big enough to warrant  the investment  in  ASIC development  is  the superior
solution. 

MEMORY 

 There is a need for Random Access Memory (RAM) to store intermediate sensor readings, packets
from other nodes, and so on. While RAM is fast, its main disadvantage is that it loses its content if
power supply is interrupted. 

 ROM, PROM, EPROM, EEPROM can be used to store the data. 
 Correctly dimensioning memory sizes, especially RAM, can be crucial with respect to manufacturing

costs and power consumption. 

COMMUNICATION DEVICE 

 The communication device is used to exchange data between individual nodes. 
 Radio  Frequency (RF)-based communication  provides  relatively  long range and high data  rates,

acceptable error rates at reasonable energy expenditure, and does not require line of sight between
sender and receiver. 

Transceivers: 
 The essential task is to convert a bit stream coming from a microcontroller (or a sequence of bytes or

frames) and convert them to and from radio waves. 
 It  is  usually  convenient  to  use  a  device  that  combines  these  two tasks  in  a  single  entity.  Such

combined devices are called transceivers. 
 A range of low-cost transceivers is commercially available that incorporate all the circuitry required

for transmitting and receiving – modulation, demodulation, amplifiers, filters, mixers, and so on. 

Transceiver tasks and characteristics 
 To select appropriate transceivers, a number of characteristics should be taken into account. 

Service to upper layer 



 Most  notably  to  the  Medium  Access  Control  (MAC)  layer.  Sometimes,  this  service  is  packet
oriented; sometimes, a transceiver only provides a byte interface or even only a bit interface to the
microcontroller. 

Power consumption and energy efficiency 
 Energy efficiency is the energy required to transmit and receive a single bit. 
 Transceivers should be switchable between different states, for example, active and sleeping. 
 The idle  power consumption in each of these states and during switching between them is very

important. 

Carrier frequency and multiple channels 
 Transceivers  are  available  for  different  carrier  frequencies;  evidently,  it  must  match  application

requirements and regulatory restrictions. 
 It is often useful if the transceiver provides several carrier frequencies to choose from, helping to

alleviate some congestion problems in dense networks. 
 Such as FDMA or multichannel CSMA/ ALOHA techniques. 

Data rates 

 Carrier frequency and used bandwidth together with modulation and coding determine the gross data
rate. Typical values are a few tens of kilobits per second. 

Modulations -Several of on/off-keying, ASK, FSK, or similar modulations. 
Noise figure 

 The noise figure is defined as the ratio of the Signal-to-Noise Ratio (SNR) ratio SNRI at the input of
the element to the SNR ratio SNRO at the element’s output. 

NF= SNRi/SNRo 

Receiver sensitivity 

 The receiver sensitivity (given in dBm) specifies the minimum signal power at the receiver needed to
achieve a prescribed Eb /N0 or a prescribed bit/packet error rate. 

Blocking performance 

 The blocking performance of a receiver is its achieved bit error rate in the presence of an interferer. 

Frequency stability 

 The  frequency stability  denotes  the  degree  of  variation  from nominal  center  frequencies  when
environmental conditions of oscillators like temperature or pressure change. 

Transceiver operational states 

 Many transceivers can distinguish four operational states 

Transmit -In the  transmit state,  the transmit  part  of the transceiver  is active and the antenna radiates
energy. 
 Receive -In the receive state the receive part is active. 
Idle 

 A transceiver that is ready to receive but is not currently receiving anything is said to be in an idle
state. 



 In this idle state, many parts of the receive circuitry are active, and others can be switched off. 

Sleep 
 In the sleep state, significant parts of the transceiver are switched off. 
 These sleep states differ in the amount of circuitry switched off and in the associated recovery times

and startup energy. 

Wakeup Receivers 
 To keep this specialized receiver simple, it suffices for it to raise an event to notify other components

of an incoming packet; upon such an event, the main receiver can be turned on and perform the
actual reception of the packet. 

 Such receiver concepts are called wakeup receivers. 

SENSORS 
 Passive, omnidirectional sensors -Thermometer, light sensors, vibration, microphones, humidity,

mechanical stress or tension in materials 
 Passive, narrow-beam sensors - Camera, which can “take measurements” in a given direction, but

has to be rotated if need be. 
 Active sensors - a sonar or radar sensor or some types of seismic sensors. 

Each sensor node has a certain area of coverage for which it can reliably and accurately report the
particular quantity that it is observing. 

ACTUATORS 
 Actuators are just about as diverse as sensors, 
 This controls a motor, a light bulb, or some other physical object is not really of concern to the way

communication protocols are designed. 

POWER SUPPLY OF SENSOR NODES

 Traditional batteries 
 The power source of a sensor node is a battery, either non rechargeable (“primary batteries”) or

rechargeable (“secondary batteries”). 
 Capacity 
 They should have high capacity at a small weight, small volume, and low price. The main metric is

energy per volume, J/cm3 
 Capacity under load 
 They should withstand various usage patterns as a sensor node can consume quite different levels of

power over time and actually draw high current in certain operation modes. 
 Self-discharge 
 Their self-discharge should be low; they might also have to last for a long time 
 Efficient recharging 
 Recharging should be efficient even at low and intermittently available recharge power; 
 Energy scavenging 
 Energy from a node’s environment must be tapped into and made available to the node –  energy

scavenging should take place. 
 Photovoltaic -The well-known solar cells can be used to power sensor nodes. 
 Vibrations- One almost pervasive form of mechanical energy is vibrations.



3. Explain the physical layer and transceiver design considerations in WSNs. 
Some of the most crucial points influencing PHY design in WSNs are: 

 Low power consumption; 
 Consequence 1: small transmit power and thus a small transmission range; 
 Consequence 2: low duty cycle; most hardware should be switched off or operated in a low power

standby mode most of the time; 
 Low data rates (tens to hundreds kb/s); 
 Low implementation complexity and costs; 
 Low degree of mobility; 
 A small form factor for the overall node; 
 Low cost; 

Energy usage profile: 
 The radiated energy is small but the overall transceiver consumes much more energy than is actually

radiated; for ex. for the Mica motes, 21 mW are consumed in transmit mode and 15 mW in received
mode for a radiated power of 1 mW; 

 For small transmit powers the transmit and receive modes consume more or less the same power;
therefore it is important to put the transceiver into sleep state instead of idle state; 

 This rises the problem of startup energy/ startup time which a transceiver has to spend upon waking
up  from  sleep  mode,  for  example,  to  ramp  up  phase  –  locked  loops  or  voltage  –  controlled
oscillators;  during  this  startup  time,  no transfer  of  data  is  possible;  for  example,  the  μAMPS-1
transceiver needs 466 μs and a power dissipation of 58 mW; therefore, going into sleep mode is
unfavourable when the next wakeup comes fast; 

 Computation is cheaper than communication: the ratio is hundreds to thousands of instructions/ 1
transmitted bit; 

Choice of modulation scheme: 
 The choice of modulation scheme depends on several aspects, including technological factors, packet

size, target error rate and channel error model; 
 The power consumption of a modulation scheme depends much more on the symbol rate than on the

data rate; it leads to desire of high data rates at low symbol rates which ends to m – ary modulation
schemes; trade – offs: 

 M – ary modulation schemes require more hardware than 2 – ary schemes; 

 M – ary modulation schemes require for increasing m an increased Eb/N0 ratio; 

 Generally, in WSN applications most packets are short; for them, the startup time 

    dominates overall energy consumption making the other efforts irrelevant; 
 Dynamic modulation scaling is necessary; 

Antenna considerations: 
 The small form factor of the overall sensor restricts the size and the number of antennas; 
 If the antenna is much smaller than the carrier’s  wavelength,  it  is hard to achieve good antenna

efficiency and transmitted energy must increase; 
 In case of multiple antennas, they should be spaced apart at least 40 – 50% of the wavelength used to

achieve good effects; for ex. for 2.4 GHz, a spacing of 5 – 6 cm between the antennas is necessary,
which is difficult to be accepted; 

 Radio waves emitted from antennas close to the ground, typical in some applications, are faced with 
higher path – loss coefficients than the common value of α = 2; a typical value, considering the 
obstacles too, is α = 4; 



 Nodes randomly scattered on the ground, deployed from an aircraft, will land in random orientations,
with the antennas facing the ground or being otherwise obstructed; this can lead to nonisotropic
propagation of the radio wave, with considerable differences in the strength of the emitted signal in
different directions. 

4. Explain the Sensor Network Scenarios with neat diagram. 

Types of sources and sinks 
 Several  typical  interaction  patterns  found  in  WSNs  –  event  detection,  periodic  measurements,

function approximation and edge detection, or tracking. 
 A source is any entity in the network that can provide information, that is, typically a sensor node; it

could also be an actuator node that provides feedback about an operation. 
 A sink, on the other hand, is the entity where information is required. 
 There are essentially three options for a sink: it could belong to the sensor network as such and be

just another sensor/actuator node or it could be an entity outside this network. 
 For this second case, the sink could be an actual device, for example, a handheld or PDA used to

interact with the sensor network. 
 It could also be merely a gateway to another larger network such as the Internet, where the actual

request for the information comes from some node “far away” and only indirectly connected to such
a sensor network. 

 These  main  types  of  sinks  are  illustrated  by  below figure,  showing sources  and sinks  in  direct
communication. 

Single-hop versus Multihop networks 
 The inherent power limitation of radio communication follows a limitation on the feasible distance

between a sender and a receiver. 

 Because of this limited distance, the direct communication between source and sink is not always
possible, specifically in WSNs, which are intended to cover a lot of ground (e.g. in environmental or



agriculture applications) or that operate in difficult radio environments with strong attenuation (e.g. in
buildings). 

 To overcome such limited  distances,  an obvious way out  is  to  use relay stations,  with the data
packets taking multi hops from the source to the sink. 

 This concept of multihop networks for WSNs as the sensor nodes themselves can act as such relay
nodes. 

 Depending on the particular application, the likelihood of having an intermediate sensor node at the
right place can actually be quite high. 

 While multihopping is the solution to overcome problems with large distances or obstacles, it has
been claimed to improve the energy efficiency of communication. 

 The attenuation of radio signals is at least quadratic in most environments (and usually larger), it
consumes less energy to use relays instead of direct communication. 

 When  targeting  for  a  constant  SNR  at  all  receivers,  the  radiated  energy  required  for  direct
communication over a distance d is cdα (c some constant, α ≥ 2 the path loss coefficient). 

 Using a relay at distance d/2 reduces this energy to 2c(d/2)α.
 But  this  calculation  considers  only  the  radiated  energy,  not  the  actually  consumed  energy  –  in

particular, the energy consumed in the intermediate relay node. 
 Only for large d does the radiated energy dominate the fixed energy costs consumed in transmitter

and receiver electronics. 
 The concrete distance where direct and multihop communication are in balance depends on a lot of

device-specific and environment-specific parameters. 
 It should be pointed out that only multihop networks operating in a store and forward fashion. In

such a network, a node has to correctly receive a packet before it can forward it somewhere. 

Multiple sinks and sources 
 In many cases, there are multiple sources and/or multiple sinks present. 
 In the most challenging case,  multiple  sources should send information to multiple  sinks, where

either all or some of the information has to reach all or some of the sinks. The above figure illustrates
these combinations. 

Three types of mobility 
 In wireless sensor networks, mobility can appear in three main forms: 

Node mobility 
 The  wireless  sensor  nodes  themselves  can  be  mobile.  The  meaning  of  such  mobility  is  highly

application dependent. 
 In examples like environmental control, node mobility should not happen; in livestock surveillance

(sensor nodes attached to cattle, for example), it is the common rule. 
 In the face of node mobility, the network has to reorganize itself frequently enough to be able to

function correctly. 



 It is clear that there are trade-offs between the frequency and speed of node movement on the one
hand and the energy required to maintain a desired level of functionality in the network on the other
hand. 

Sink mobility 
 The information sinks can be mobile. 
 The important aspect is the mobility of an information sink that is not part of the sensor network, for

example, a human user requested information via a PDA while walking in an intelligent building. 
 In  a  simple  case,  such  a  requester  can  interact  with  the  WSN  at  one  point  and  complete  its

interactions before moving on. 

 A mobile requester is particularly interesting, however, if the requested data is not locally available
but must be retrieved from some remote part of the network. 

 Hence, while the requester would likely communicate only with nodes in its surrounding area, it
might have moved to some other place. 

 The network, possibly with the assistance of the mobile requester, must make provisions that the
requested data actually follows and reaches the requester despite its movements. 

Event mobility 
 In applications like event detection and in particular in tracking applications, the cause of the events

or the objects to be tracked can be mobile. 
 In such scenarios, it is important that the observed event is covered by a sufficient number of sensors

at all time. 
 Hence, sensors will wake up around the object, engaged in higher activity to observe the present

object, and then go back to sleep. 
 As the event source moves through the network, it is accompanied by an area of activity within the

network – this has been called the frisbee model. 

5. Explain the optimization goals and figure of merit. 



 For all these scenarios and application types, different forms of networking solutions can be found. 
 The challenging question is how to optimize a network, how to compare these solutions, how to

decide which approach better  supports  a given application,  and how to turn relatively  imprecise
optimization goals into measurable figures of merit? 

1. Quality of service 
 WSNs differ from other conventional communication networks mainly in the type of service they

offer. These networks essentially only move bits from one place to another. 
 Possibly, additional requirements about the offered Quality of Service (QoS) are made, especially in

the context of multimedia applications. 
 Such  QoS can  be  regarded  as  a  low-level,  networking-device-observable  attribute  –  bandwidth,

delay, jitter, packet loss rate – or as a high-level, user-observable, so-called subjective attribute like
the perceived quality of a voice communication or a video transmission. 

 But  just  like  in  traditional  networks,  high-level  QoS  attributes  in  WSN  highly  depend  on  the
application. Some generic possibilities are: 

Event detection/reporting probability 
 What is the probability that an event that actually occurred is not detected or, more precisely, not

reported to an information sink that is interested in such an event? For example, not reporting a fire
alarm to a surveillance station would be a severe shortcoming. 

Clearly, this probability can depend on/be traded off against the overhead spent in setting up structures in the
network that support the reporting of such an event (e.g. routing tables) or against the run-time overhead 
(e.g. sampling frequencies). 

Event classification error 
 If events are not only to be detected but also to be classified, the error in classification must be small.

Event detection delay 
 The delay between detecting an event and reporting it to any/all interested sinks. 

Missing reports 
 In applications that require periodic reporting, the probability of undelivered reports should be small.

Approximation accuracy 
 For  function  approximation  applications  (e.g.  approximating  the  temperature  as  a  function  of

location for a given area), what is the average/maximum absolute or relative error with respect to the
actual function? Similarly, for edge detection applications, what is the accuracy of edge descriptions;
are some missed at all? 

Tracking accuracy 
 Tracking applications must not miss an object to be tracked, the reported position should be as close

to the real position as possible, and the error should be small. 

2. Energy efficiency 
 Energy is  a  precious  resource in WSN that  energy efficiency should therefore make an evident

optimization goal. 
 It is clear that with an arbitrary amount of energy; most of the QoS metrics can be increased. 
 Hence, putting the delivered QoS and the energy required to do so into perspective should give a

first, reasonable understanding of the term energy efficiency. 
 The most commonly considered aspects are: 

Energy per correctly received bit 
 How much energy, counting all sources of energy consumption at all possible intermediate hops, is

spent on average to transport one bit of information (payload) from the source to the destination?
This is often a useful metric for periodic monitoring applications. 



Energy per reported (unique) event 
 Similarly, what is the average energy spent to report one event? Since the same event is sometimes

reported from various sources, it is usual to normalize this metric to only the unique events. 

Delay/energy trade-offs 
 Some applications can increase energy investment for a speedy reporting of such events. Here, the

trade-off between delay and energy overhead is interesting. 

Network lifetime 
 The time for which the network is operational or, put another way, the time during which it is able to

fulfill its tasks. It is not quite clear, however, when this time ends. 

Time to first node death 
 When does the first node in the network run out of energy or fail and stop operating? 

Network half-life 
 When have 50% of the nodes run out of energy and stopped operating. Any other fixed percentile is

applicable as well. 

Time to partition 
 When the first partition of the network in two (or more) disconnected parts occur. 
 This can be as early as the death of the first node or occur very late if the network topology is robust.

Time to loss of coverage 
 A possible figure of merit is thus the time when for the first time any spot in the deployment region

is no longer covered by any node’s observations. 

Time to failure of first event notification 
 A network partition can be seen as irrelevant if the unreachable part of the network does not want to

report any events in the first place. 
 This can be due to an event not being noticed because the responsible sensor is dead or because a

partition between source and sink has occurred. 

3. Scalability 
 The ability to maintain performance characteristics irrespective of the size of the network is referred

to as scalability. 

4. Robustness 
 WSN should exhibit an appropriate robustness. 

They should not fail just because a limited number of nodes run out of energy, or because their environment
changes, these failures have to be compensated by finding other routes.
6. Explain in detail about the applications of wireless sensor network. 

(OR)
    How the applications of Wireless Sensor Networks can be classified based on the interaction pattern



    between sources and sinks?







7. Explain in detail about the design principles for wireless sensor networks.















8. Explain in detail about the IEEE 802.15.4 protocol in Wireless Sensor Networks.











9. Explain in detail about the gateway concepts in wireless senor networks. (OR)
    How the wireless sensor network establish its communication with outside world or with other 
    wireless sensor network.









10. Explain in detail about the Bluetooth and its specifications. And also explain the protocol stack of 
      Bluetooth.
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